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Abstract—In this paper, an adaptive pole-shift control technique
for a FACTS device, namely Thyristor Controlled Series Capac-
itor (TCSC), is presented. Adaptive pole-shift techniques have been
successfully implemented for power system stabilizer applications
in the past, but one of the difficulties in extending such a technique
for transmission line control devices has been its inability to handle
large disturbance conditions such as three-phase faults. In recent
literature, random walk technique has been suggested during the
system identification process, to overcome this problem. This paper
presents a simple parameter constrained RLS identification proce-
dure to track the large disturbance conditions. The effectiveness of
the proposed methodology is demonstrated using (i) a three-area
six-machine power system with a TCSC, and (ii) a IEEE 12 bus
power system configuration with a TCSC.

Index Terms—Adaptive control, flexible ac transmission systems
(FACTS).

I. INTRODUCTION

I N COMPLEX interconnected systems, lightly damped in-
terarea modes of oscillations may get excited during dis-

turbances leading to an unstable system operation [1]. Flexible
ac transmission system (FACTS) placed in transmission lines
have been used as a mean to damp such oscillations [2], [3].
The phase lead-lag type of controllers is commonly used for
the FACTS devices to improve the damping performance. How-
ever proper design of the phase lead-lag controllers for FACTS
could be a cumbersome task and the difficulties in tuning will
be briefly discussed.
One of the presently practiced procedures is to use linearized

representation of the FACTS device, and designing the lead-lag
controller based on the frequency-response characteristics of
the linearized system [4]. Such linearization procedures some-
times hide the unforseen interactions between the different com-
ponents of the system. The performance of such fixed param-
eter-based lead-lag controllers is generally good for one or two
operating conditions but it has been found that the lead-lag con-
trollers have to be retuned again using analytical tools when the
system configuration undergoes significant changes (i.e., when
new transmission lines, new types of generation, and power
system components are added to the power system).
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Another commonly used procedure for tuning the lead-lag
control parameters is using transient simulation programs,
which requires a large number of repeated runs of the program.
The Monte-Carlo search is one such approach, in which the
control parameters are varied in a random manner [5]. This pro-
cedure requires a enormously large number of electromagnetic
simulation runs.
One recent innovation is using a nonlinear optimization pro-

cedure (such as simplex optimization) to reduce the number of
electromagnetic simulations runs to find the optimum set of pa-
rameters by directing the search to themost promising regions in
the search space [6]. However, the controllers optimized offline
using such a procedure cannot account for unforeseen signifi-
cant changes in the system.
Adaptive control techniques do not need such tuning and are

able to achieve optimal operation for large disturbance con-
ditions, a wide range of operating scenarios, and significant
changes in the system [7]–[9]. The adaptive algorithm works on
an estimated plant model at every sampling instant. The adap-
tive controllers also track the system changes and are able to
self-optimize. The model estimator tracks the changes in the
power system rapidly and smoothly for uniform control action
[10]. In adaptive control, methods based on least-squares fil-
ters, such as recursive least squares (RLS) and Kalman filters,
are most commonly used for system identification because of
their simplicity and numerical stability[11]. However, during
large disturbances, parameter identification using least-squares
procedures is a real challenge. The parameters identified during
such conditions have large and rapid fluctuations [12], and this
results in undesirable control output (bang-bang-type control).
The adaptive pole-shift control for FACTS devices have been

studied in recent literature [13]–[15]. It was reported in [13] that
the start of the estimation process gave poor system response to
initial transients while using the recursive least square (RLS)
estimator. Similarly, [15] reported that the variable forgetting
factor-based RLS results in large variations in estimated param-
eters during transients leading to wide variations in the control
output and poor controller performance.
For better parameter tracking, Sadikovic et al. [14], [16]

proposed the use of a regularized constant tracing algorithm
[10] to keep the correlation matrix symmetrical during the
Kalman filter identification procedure. The main aim behind
it is to ensure that the covariance matrix stays bounded. Plant
dynamics is approximated by a 12th- order autoregressive
external input (ARX) model. The authors use a 12th-order au-
toregressive external input (ARX) plant model and sensitivity
approach to modify the pole-shift factor every sampling instant.
They use the derivative of control output [17] with respect to
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pole-shift factor (sensitivity) to modify the pole-shift factor in
each sampling time. Reference [15] proposes a random-walk
term for updating the covariance matrix in the RLS algo-
rithm for prespecified duration following a large disturbance
to achieve smoother variations in the identified coefficients.
The authors implemented a controller dead-zone following
large disturbances to give sufficient time for the estimated
parameters to settle down. Furthermore, the authors use a
10th-order ARMA model for plant and a fixed pole-shift factor
(similar to pole-placement methods) to generate the control
signal [7]. This method adds a semi-positive definite matrix
to the covariance matrix to hold the trace of the covariance
matrix at a constant level for a prespecified duration following
disturbance. The control signal is then generated by moving
poles to a fixed location (similar to pole-placement methods)
using a fixed pole-shift factor [7]. The authors use a 10th-order
ARMA model to approximate the power system.
For adaptive control algorithms, computational time is very

important. The computational time depends on the order of the
discrete model approximation. Obviously, using a higher order
model means more calculations for the identifier and the con-
troller. Therefore, it is preferable to use a reduced-order model,
which can capture the essential dynamics. Determining an ac-
curate control signal is basically the job of the controller and,
hence, generating optimum control evaluations is left to the con-
troller.
In this paper, a simple third-order ARMA model is proposed

for the identifier. Any dynamic system that depicts an oscilla-
tory response of one frequency can be modeled as a third-order
ARMAmodel [8]. For a system exhibiting oscillatory behavior,
a third-order model is going to have three roots: a pair of com-
plex conjugate roots and a real root. The complex roots represent
the oscillatory part and the real root represents the decaying part
of the response. For controlling the dominant mode of interarea
oscillation in a tie line, a third-order ARMA model was found
to be sufficient. It should be noted that there may be other in-
terarea modes of oscillations present, along with the dominant
mode, but these nondominant oscillations can be treated as a
noise term [17].
This paper also proposes the use of a constrained identi-

fication procedure during large disturbance scenarios. The
method is simple and involves only a minor calculation step.
This method helps in smoothing out the parameter variations
effectively during major disturbances and, thus, produces a
stable control response.
The contributions of this paper are summarized as follows: 1)

A simple constrained identification procedure to prevent large
excursions in the parameters during large disturbance condi-
tions. It is worth noting here that the previous literature cited
the inability of adaptive control techniques (pole-placement
or pole-shift-type controllers) to handle large fault conditions
because of the rapid parameter variations during such dis-
turbances; and 2) A dynamic pole-shift method to find the
optimum pole locations without excessive control calculations.
The previous pole-shift methods for FACTS use control mar-
gins-type calculations [7], [14] or use dynamic pole-assignment
methods to find the pole locations, but it was found, in the
course of this paper, that these simplifications are not necessary,

Fig. 1. Indirect adaptive control schematic.

and the minimum variance principle could be used for finding
the pole-shift factor efficiently.
This paper is organized as follows: Section II gives a brief

description of the proposed adaptive control technique. The
study system is presented in Section III. Section IV describes
the TCSC control methodology; and the electromagnetic tran-
sient simulation results are reported in Section V. In Section VI,
conclusions are presented.

II. INDIRECT ADAPTIVE CONTROL

The basic concept of the indirect adaptive control scheme for
the TCSC is shown in Fig. 1. The white noise term is used to
represent unmodelled dynamics. The pseudorandom binary se-
quence (PRBS) noise is used to excite the plant [10]. The re-
sponse of the nonlinear power system, including the FACTS de-
vice, is modeled by a mathematical model. This type of model
is basically a reduced-order or coarse model. The coefficients of
the model of the plant are then estimated in real time using a re-
cursive algorithm. The estimated parameters are then used to de-
sign an optimum controller to meet the specific control require-
ments. Once the optimized controller parameters are achieved,
the controller generates an appropriate control signal.
The power system dynamics is approximated by a discrete

ARMA model of the form [8], [9]

(1)

where , , and are system output, system input, and
noise terms, respectively. , , and are the
polynomials expressed in terms of the backward shift operator

and are defined as

, , and are the order of the polynomials ,
, and , respectively. The variable represents

the delay term.

A. Model Estimation

It is desirable to have smooth parameter estimates for large
disturbances (faults in the power system). A constrained recur-
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sive least square (RLS) algorithm [18] has been proposed in this
paper. References [9] and [18] used the constrained RLS algo-
rithm for power system stabilizer applications to minimize the
control output variations due to small noise 2% (perturbations)
present in the system continuously in the system. This paper
addresses an opposite issue to curtail the RLS parameter varia-
tions due to large disturbance conditions in power systems (fault
conditions) using the constrained RLS procedure for TCSCs.
For small disturbances, the constrained RLS just works like a
normal RLS algorithm. Since cannot be directly measured,
the regression model of (1) can be obtained by a suitable ap-
proximation as [10]

(2)

where is the measurement variable vector

(3)

is the parameter weight vector

(4)

and

(5)

is the estimation error. Here, the variable is approximated
by the estimation error .
The system parameter weight vector can be estimated

using the following extended RLS equations algorithm [10]:

(6a)

(6b)

(6c)

where is the time-varying forgetting factor, is the co-
variance matrix, and is the gain vector. As discussed be-
fore, during large disturbances, the identified plant parameters
vary significantly. To limit such large deviations in parameters,
a simple constraint term is introduced in the update algo-
rithm equation (6a)–(c) as given

(7)

where is calculated in each sampling time interval as
follows:

if

if
(8)

where

is the norm of the corresponding vector, and is a positive
constant. is selected to switch on the constrained
least squares identification procedure for disturbances greater
than .
The term in (7) keeps the parameter vector and the

covariance matrix bounded during a large disturbance
condition.

B. Pole-Shift Control

Once the parameters of the model are properly estimated,
an optimized pole placement controller, (known as the pole-
shift controller [9]), is designed to generate the optimal con-
trol signal. The proposed controller combines the principle of
the minimum variance control (minimizes the deviation of the
plant output with desired output) and the pole-assignment con-
trol principle (assigns the closed-loop poles to predefined loca-
tions with the unit circle in the z-plane). The transfer function
is of the form:

(9)

where

and , . From (1) and(20), the charac-
teristic equation can be derived as follows:

(10)

If the characteristic polynomial is predefined as in
pole-assignment control, the controller polynomials
and can be calculated from (10). However, in pole-shift
control, the characteristics equation of (10) takes the form of

with the pole shifted by a factor of . The new charac-
teristics equation can be obtained by replacing in
by as follows:

(11)
By forcing the polynomial to take the form ,
the control signal is also made to be a stable signal.
Equation (11) can be rearranged in a matrix form

(12)
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Fig. 2. Nonlinear third-order discrete system.

where

, and
and

is the pole-shift factor at time .
and are identified at every sampling instant. Equation

(12) can be solved for and for a known value of . Once
the values of and are obtained, the control signal can be
computed using (20). It can be observed that the control signal
is a function of at any time , let us say . The control signal

, can be expressed in a Taylor series in terms of factor
around an operating point as

(13)

Substituting (13) into (9), and using(12), the control signal can
be expressed as

(14)

where
is the measurement variable vector. The th-order differ-

ential of with respect to becomes

(15)

where represents the order of differentiation. Now, (13) can be
written in a simple form as

(16)

where

Once the input is computed at time , the system-predicted
output at time can be calculated as follows:

(17)

where

is an identified parameter vector. For a fixed value of , con-
trol becomes a special case of the pole-assignment control. The
value of is obtained using the minimization of the one time-
step ahead system output prediction error cost function given

(18)
where is the reference output for the next time step,
is a weighting coefficient, and is the steady-state pole-shift
factor. By minimizing the performance index of (18), the con-
trolled system output follows the prespecified reference

as close as possible. Minimization of the objective func-
tion defined in (18) yields the optimal value of . The value
of should be kept in the range of to
satisfy the stability constraints, where represents the largest
absolute value of the roots of characteristics equation .
Furthermore, the control signal also should lie within the con-
trol constrain: , where and
are minimum and maximum control signal boundaries. Equa-
tion (18) is a 6th-order polynomial and the Nelder–Mead sim-
plexmethod is used to find theminimum point in a few iterations

.

C. Nonlinear Third-Order Discrete System Example

A nonlinear third-order discrete system, as shown in Fig. 2,
has been used first for the testing of an adaptive pole-shift al-
gorithm. The plant is an unstable third-order model with actu-
ator dynamics. The actuator includes a saturation limit and a
slew rate limit. The actuator saturation limit cuts off input values
greater than or less than . The slew rate
limit of the actuator is units/s.
The term represents white noise of 1% magnitude. The

open loop poles of the plant are , and . Complex
conjugate poles of an open-loop system are located outside the
unit circle. The system coefficients are identified using the con-
strained RLS algorithm presented in (6). The control signal is
calculated using (16) so that the cost function given in (18) is
minimized.
The system time response to the square-wave reference wave-

form of magnitude is plotted in Fig. 3. As seen in Fig. 3(a),
the controlled plant is able to track the reference signal effec-
tively. Furthermore, the constrained RLS identification algo-
rithm is able to identify plant coefficients effectively as shown
in Fig. 3(b)–(d). Due to the nonlinear nature of the plant, iden-
tified coefficients are optimal values rather than actual values.
The identified coefficient variations are smooth even for large
step changes in the reference waveform: to or to .
The effect of actuator dynamics on the control signal is demon-
strated in Fig. 3(c). The control signal is rate-limited and clipped
whenever the change in reference signal occurs. This introduces
nonlinearity on the system.
The dynamic location of open- and closed-loop poles of the

system at 53.8 s is plotted inFig. 4(a). Open-loop poles
are shown in the thin line and closed-loop poles are shown in
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Fig. 3. Nonlinear system response to step change in the reference signal. (a)
Reference and output. (b) Numerator coefficients. (c) Control signal saturation
and rate limit. (d) Denominator coefficients.

Fig. 4. Dynamic-pole movement with respect to the pole-shift factor . (a)
Dynamic-pole movement. (b) Optimal pole-shift factor.

the thick line. The identified open-loop poles are { ,
}, Closed-loop poles are { ,

}, and the pole-shift factor is 0.6173. The controller
transfer function at 53.8 s is

(19)

It is evident from Fig. 4 that the pole-shift controller improves
the stability of the system by moving the poles outside the unit
circle to inside the unit circle. The optimal pole-shift factor is
plotted in Fig. 4(b)

III. TEST SYSTEMS

The first test system considered is a three-area, six-machine
system as shown in Fig. 5. The 400-km transmission line be-
tween buses 7 and 9 is series compensated using capacitor banks
and TCSC combination. The compensation degree is defined
as the ratio , where is the
line inductance, and and are the fixed capacitor and
TCSC capacitive reactances, respectively. Shunt capacitors are

Fig. 5. Schematic diagram of the three-area test system.

Fig. 6. Modified IEEE 12-bus test system.

installed at buses 7, 9, and 14 to maintain the initial bus voltage
profiles within 0.03 p.u. The electromagnetic transient sim-
ulation software PSCAD/EMTDC is used for simulations. The
synchronous generators are represented in the reference
frame using 7th-order differential equations [19]. The complete
TCSC model described in [20] is used in the simulation studies.
The machines, and the TCSC data are given in the Appendix.
The rotor angle oscillation modes for the three-area test

system are obtained using the eigenvalue analysis. The results
are given in Table I. There are five different modes of oscilla-
tions: three local modes in each area, and two interarea modes.
Interarea Mode 1 is characterized by having a slightly higher
frequency ( ) than Mode 2 ( ). The inter-area
oscillations mode shapes are shown in Fig. 7.
For further verification of the proposed adaptive controller, a

modified 12 bus test power system reported in [21] (the system
is being standardized as an IEEE test system), as shown in Fig. 6
is used. The system has three areas: area 1 is mainly genera-
tion, area 3 is load center and area 2 has one generator. This
system is large enough to demonstrate electromechanical oscil-
lation modes, and, reasonably sized for doing detailed electro-
magnetic transient simulation studies. The system exhibits three
lightly damped interarea modes of oscillation which are closely
spaced: 1.12 Hz, 0.85Hz, and 0.75Hz, respectively. The oscilla-
tion modes have damping factors of , , and ,
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Fig. 7. Mode shapes of the three-area test system.

TABLE I
ROTOR ANGLE MODES OF THE THREE-AREA TEST SYSTEM

Fig. 8. TCSC control.

respectively, which are very close to each other. The eigenvalue
analysis and more detailed description of the system could be
found in [21].
The generators and are hydro generators and generator
is a thermal generator. The generators are modelled using
order differential equations [19]. The constant voltage and

frequency source model at infinite bus in [21] is replaced by
a classical generator with finite inertia of .

IV. INTERAREA OSCILLATION DAMPING USING TCSC

The real power flow in a transmission line is proportional to
the inverse of the total line reactance, and therefore, the power
swing damping can be achieved by properly modulating the
TCSC impedance [22]. A supplementary controller can be used
for obtaining the proper impedance modulation. In the proposed
work, proper modulation of TCSC impedance is achieved using
an adaptive supplementary controller described in Section II.
The proportional-integral-type controller is used to control

steady state TCSC impedance at a desired level, as shown in
Fig. 8. is the TCSC boost level set point and is the
supplementary control signal for power swing damping. The
boost factor/level is the ratio of the apparent reactance of the
TCSC seen from the line to the physical reactance of the TCSC
capacitor bank at fundamental frequency. Positive value of
boost factor is assumed for capacitive impedance, and negative
value for inductive impedance. In this study, only the capacitive
operating region (positive boost factor) is considered. is the
thyristor firing angle, and is the initial firing angle.
The supplemental controller input (stabilizing) signals could

be local (e.g., real power flows) or remote (e.g., load angles or

speed deviations of remote generators). Local signals are used
for the reasons of simplicity and the ease of measurement. The
available local signals are studied using Prony analysis to select
the proper inputs to the supplementary controller. The Prony
analysis decomposes a signal into a series of damped complex
exponentials or sinusoids, and therefore, is very helpful in
identifying the most dominant modes of oscillations present in
a signal [23]. The Prony analysis of the rotor angle oscillations
of the generators in area 2 (Fig. 5) reveals that the generators
mainly participate in Mode 2 oscillation, as indicated by mode
shapes of the system (Fig. 7). Furthermore, Prony analysis
of power flow through tie-line between buses 7–9 reveals
that Mode 2 of the interarea of oscillation is present. Since
placement of TCSC on tie-line 7–9 has direct impact on the
interarea oscillation between area 2 and area 1 or area 2 and
area 3, the local input to the supplemental controller is chosen
as the tie-line power flows of buses 7–9.
1) Conventional Lead-lag Supplementary Controller: The

time constants and gain of the controller are optimized using
multiple time-domain simulation-based simplex algorithm. This
tuning procedure is currently being used by the industry for
tuning of the controller parameters [6].

V. SIMULATION STUDIES

A. TCSC-Compensated Three-Area Power System (Fig. 5)

The TCSC is assumed to be installed in the test system (Fig. 5)
between buses 7 and 9, replacing the portion of fixed series ca-
pacitive compensation of both lines. The total series compen-
sation is 0.5 p.u. of the total line reactance, and the TCSC con-
tribution in the total compensation is 0.25 p.u. The deviation in
power flow through line 7–9 is considered as plant output. The
supplementary control signal is considered as plant input.
The reference in (18) is set to zero.
The study system has the highest interarea mode of oscilla-

tion of 0.7813 Hz. So a sampling frequency of 10 Hz for the
identifier and controller is found to be sufficient. Furthermore,
the extended recursive least square identification method given
in (6) was able to find the plant coefficients effectively by in-
cluding the 2nd-order noise terms. The Nelder–Mead simplex
optimization algorithm is used for the minimization of the cost
function. The maximum number of iterations for optimization
was found to be less than 7 for all the test scenarios presented in
this paper. The modern computing hardware need a very small
fraction of the total sampling time for this kind of optimization.
An Intel Visual FORTRAN program code was developed and
interfaced to the PSCAD/EMTDC tool. The program subrou-
tine takes samples of plant output and generates the pole-shift
control signal to the plant.
Different system contingencies listed in Table II, were studied

in order to evaluate the effectiveness of the control. System
loading for the study cases are given in Table III. The distur-
bances are applied at 1 s for . The simplex optimization
procedure took 150 simulation runs to optimize parameters ,
, , , and for disturbance A and the values obtained

are reported in the Appendix.
The performance of the parameter constrained RLS estima-

tion algorithm is shown in Fig. 9.Fig. 9(a) shows the identified
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TABLE II
INTERAREA OSCILLATION DAMPING CASE STUDIES

TABLE III
LOAD DATA (MVA, MVAR) FOR DIFFERENT CASE STUDIES.

Fig. 9. Parameter identification using RLS technique for the disturbance A. (a)
Parameter constrained RLS (b) Nonconstrained RLS.

plant parameters using the parameter constrained RLS algo-
rithm for the disturbance A. It is evident that the proposed
constrained identification method helps to identify the system
parameters smoothly even during a large disturbance. On the
other hand, Fig. 9(b) shows the estimated plant parameters
for the same case study of Fig. 9(a), using the nonconstrained
RLS algorithm, and from the results, it can be seen that a large
change in parameter values occur during the disturbance. This
sudden change in parameter values cause an undesirable con-
troller output, which leads to a poorly damped performance.
Fig. 10 shows the dynamic pole-shifting process for the case

study of Fig. 9(a). The closed-loop poles and open-loop poles
are captured for the duration of 1 to 4.4 s and plotted as a func-
tion of pole-shift factor . The closed-loop and open-loop poles
of the system at time 1.18 s are indicated by a triangle
(open loop) and a square (closed loop) and, at this time, the
pole-shift factor is 0.149. It can be observed from the re-
sult that during the transients, there is a significant amount of

Fig. 10. Dynamic poles movement as a function of pole-shift factor for the
disturbanceA.

Fig. 11. Tie-line power flows for the disturbances. (a) DisturbanceA ; (b) Dis-
turbance C.

pole-shifting taking place. The controller generates optimal con-
trol signal by moving poles closer to the origin. The steady state
pole-shift factor for this case is found to be 0.5952 and
identified plant coefficients are and

, respectively. Using (11), the transfer
function of the controller can be derived as

(20)

The effectiveness of the proposed control algorithm for
damping interarea oscillations is demonstrated in Figs. 11–16.
Fig. 11 shows tie-line power flow (line 7–9) for disturbancesA
andCFig. 11(a)- Fig. 11(b)show that the pole-shift supplemen-
tary controller effectively damps the tie-line power oscillations
compared to the traditional lead-lag controller. The identified
plant parameters and dynamic pole movement, with respect
to pole-shift factor for the cases of Fig. 11(a), are shown in
Fig. 9(a) and 10, respectively. Furthermore,Fig. 12(a) shows
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Fig. 12. Pole-shift factor and TCSC boost factor variations for the disturbance
A. (a) Pole-shift factor ; (b) TCSC boost factor .

Fig. 13. Generators and load angle, measured with respect to load
angle for the disturbanceA.

Fig. 14. Tie-line power flow for the disturbanceD.

the pole-shift factor, and Fig. 12(b) shows the TCSC boost
factor for the case study used for Fig. 11(a).
The generator (area 1) and (area 3) load angles, mea-

sured with respect to (area 2) load angle for disturbanceA is
shown in Fig. 13. It is evident from the results that the supple-
mentary controller helps to damp out the interarea oscillations
effectively and faster.
Fig. 14 shows the tie-line (line 7–9) power flow variations

for the disturbance D (power flow reversal followed by a three-
phase-to-ground fault at bus 7). The power flow reversal intro-
duces 180 phase shift to the input signal, and in this case, the
conventional controller would need a separate triggering signal
to detect the reversal of power flow so that the phase can be

Fig. 15. Generators and load angle, measured with respect to load
angle, for the disturbanceD.

Fig. 16. Generators and load angle, measured with respect to load
angle, for the disturbanceE.

TABLE IV
IEEE 12-BUS TEST SYSTEM STUDIES

adjusted to achieve the proper damping. Whereas the proposed
adaptive controller, without any external interference, adjusts to
a correct set of identified parameters, and generates a stable con-
trol behavior.
A significant change of operating point is obtained by dis-

connecting a 300-MW load at bus 9 at 1 s (caseE). The
and load angles, measured with respect to load angle,
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Fig. 17. Line power flow and load angle ( with respect to ) variations
for the disturbanceA (IEEE 12 bus test system). (a) Power flow on line 7–8; (b)
Generator rotor angle .

TABLE V
PRONY ANALYSIS OF POWER FLOW ON LINE L7–8 (DISTURBANCEB)

are shown in Fig. 16. The pole-shift control provides better
damping, and faster settling time compared to the lead-lag con-
troller. It should be noted here that the lead-lag controller has
been optimized for case A, and its performance deteriorated as
operating point changed to a new value. Similar responses were
observed for disturbance case B as well.

B. IEEE 12-Bus Test System Studies (Fig. 6)

For the simulation studies, a TCSC unit is placed near bus 7
between line 7–8. The steady-state series capacitive compensa-
tion provided by TCSC is 0.15 p.u. of the total line impedance.
The power flowing through line 7–8 is taken as input to the
supplementary controller [21]. Three test cases are studied as
shown in Table IV. The disturbances are applied at 1 s and
responses are plotted for 0- to 10-s time window.
Fig. 17 shows the tie-line power flow through line 7–8 and

rotor angle deviation of with respect to for the distur-
bance caseA. To excite the multi-mode oscillations in case B,
3-phase-to-ground faults are applied at bus 3 and 6 simultane-
ously and cleared at . Fig. 18(a) and (b) shows the tie-line
power flow through line 7–8 for more severe disturbance casesB
andC, respectively. Fig. 19(a) and (b) shows the generator rotor
angle deviation of generator with respect to for the same

Fig. 18. Line power flow (line 7–8) for the disturbancesB andC (IEEE 12 bus
test system). (a) DisturbanceB ; (b) Disturbance C.

Fig. 19. Generator rotor angle of generator with respect to for the dis-
turbances (a)B and (b)C (IEEE 12 bus test system). (a) DisturbanceB ; (b) Dis-
turbance C.

disturbances B andC. In all three cases, the proposed controller
provides better damping and faster settling time compared to
the conventional controller. The lead-lag supplementary con-
troller is tuned for disturbance type B, and, hence, its perfor-
mance is better for this case and deteriorates for other distur-
bances, whereas, the operating condition does not affect the per-
formance of the proposed adaptive controller.
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The severe disturbances in cases B andC excites multi-mode
oscillations. The Prony analysis on the power flow on line
7–8 for caseB reveals the presence of three modes as shown
in Table V. The approximate damping factors from the Table
shows that the pole-shift controller improves the multi-mode
oscillation damping. The disturbance caseC is used to simulate
delayed breaker operation ( ) for clearing the faulted
line, and, even under such a situation, the proposed algorithm
damps the oscillations very effectively. The response also
shows that the proposed adaptive controller provides good
damping even when the interarea modes are closely spaced.

VI. CONCLUSION

This paper proposed the use of a simple parameter con-
strained recursive least square identification technique to
handle large disturbances (faults, line switching etc) in adap-
tive control techniques. The results using a TCSC controller
showed that the proposed constrained identifier smoothed out
the estimated coefficient variations effectively during large
disturbances. The proposed estimation procedure helped in
achieving an effective control action using the pole-shift-type
controller, and also overcame the problems discussed in the
recent literature with regard to applying this technique during
the faulted conditions. A phase lead-lag controller provides
a good response when optimally tuned. However, this tuning
procedure is cumbersome for a TCSC due the complexity of
the power-electronic circuits. Whereas, the main advantage of
the proposed adaptive controller is that it does not require any
tuning for different operating conditions or different power
system configurations, and provides better or as good a perfor-
mance as a well-tuned phase lead-lag controller. In addition,
the computations required for the adaptive controller are not
extensive. The proposed adaptive control algorithm have been
recently implemented on a TI TMS320C6713 floating point
DSP board and have recently been verified using real-time
digital simulations. The identification routine took to
execute on the TI board and the pole-shit controller took a
maximum time of to execute on the TI DSP board.
The hardware implementation of the proposed controller and
the real-time verification would be reported in a subsequent
publication.

APPENDIX
MACHINE AND SYSTEM DATA

Generator Data: , , 0.0025 p.u.,
0.2 p.u., 1.8 p.u., 1.7 p.u., 0.3 p.u.,
0.55 p.u., 0.25 p.u., 0.25 p.u., 8 s,
0.03 s, 0.4 s, 0.05 s, 6.5 s,

6.175 s, 5.5 s, 5 s.
Generator Steady-State Data: : p.u.,
: 700 MW, 1.01 p.u., : 720 MW, 1.01 p.u., :

700 MW, 1.01 p.u., : 800 MW, 1.02 p.u., : 780
MW, 1.01 p.u.

Transmission Line Data: ,

Exciter Data: IEEE-type ST1A exciter, 0.01 s,
1 s, 10 s, 50, 9 p.u., 9 p.u.

Steam Governor Data: GEmechanical-hydraulic controls,
Droop 0.04 p.u., Speed relay lag time constant (TC)

0.1 s, Gate servo TC 0.25 s.
Steam Turbine Data (in P.u.): IEEE-type 2 thermal tur-

bine, , , , , ,
, , , Steam chest TC ,

Reheater TC , Reheater/cross-over TC
.
TCSC Parameters: , ,

, PI controller: , .
Simplex-Optimized Lead-lag Supplementary Controller:

, , ,
.
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